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ABSTRACT

We describe an analysis of neutron transport in the interior of model pebble bed reactor (PBR) cores, considering both crystal and random pebble arrangements. Monte Carlo codes were developed for (i) generating random realizations of the model PBR core, and (ii) performing neutron transport inside the crystal and random heterogeneous cores; numerical results are presented for two different choices of material parameters. These numerical results are used to investigate the anisotropic behavior of neutrons in each case and to assess the accuracy of estimates for the diffusion coefficients obtained with the diffusion approximations of different models: the atomic mix model, the Behrens correction, the Lieberoth correction, the generalized linear Boltzmann equation (GLBE), and the new GLBE with angular-dependent path-length distributions. This new theory utilizes a non-classical form of the Boltzmann equation in which the locations of the scattering centers in the system are correlated and the distance-to-collision is not exponentially distributed; this leads to an anisotropic diffusion equation. We show that the results predicted using the new GLBE theory are extremely accurate, correctly identifying the anisotropic diffusion in each case and greatly outperforming the other models for the case of random systems.

1. Introduction

The pebble bed reactor (PBR), a concept which originated in Germany in the 1950s, is a graphite-moderated, helium-cooled, very-high-temperature (generation IV) reactor. Several countries have addressed different possible PBR designs, amongst which we mention the HTR-PM (Zhang et al., 2004) in China (following the successful test reactor HTR-10 Wu et al., 2002), the PBMR (Koster et al., 2003) in South Africa, and the MPBR (Kadak, 2007) in the United States.

The fundamental PBR design is based on the use of spherical, same-sized fuel elements called pebbles. Each fuel pebble is made of pyrolytic graphite (the moderator), containing ≈10,000 microscopic fuel Tristructural-Isotropic (TRISO) particles. To achieve the desired reactivity, thousands of pebbles are piled on top of one another in a “random” manner (influenced by gravity) inside the cylindrical reactor core. They are dropped on top of this piling from charging tubes located at the top of the core, and move downward through the system in a dense granular flow. Due to this dynamic structuring, the exact locations of the pebbles inside the core at any given time are unknown.

Typically, the neutronic modeling of the geometrically random core is done by: (i) developing self-shielded multigroup cross sections for the pebbles, (ii) volume-averaging these cross sections over the entire core, including the helium-filled region between the pebbles (the atomic mix approximation), and (iii) introducing the spatially-homogenized cross sections into a diffusion code. This procedure leads to two concerns, as explained next.

First, in the classic atomic mix model, the cross sections for a random heterogeneous medium are approximated by volume-averaging over the constituent materials, weighted by their respective volume fractions. This approximation is known (Larsen et al., 2005; Vasques, 2005) to be accurate only when the chunk sizes of the constituent materials are small compared to a mean free path; however, the pebbles are O(1) mean free paths thick. In fact, it has been observed that neutron streaming in this type of system is strongly affected by the void spaces; to account for this effect, experimental and mathematical approaches were used to develop corrections for the diffusion coefficients obtained with atomic mix (Behrens, 1949; Lieberoth and Stojadinović, 1980). Hence, the validity of the atomic mix approximation is called into question.

The second concern is related but subtly different: in a PBR core, does gravity affect the distance-to-collision in a direction-depen-
dent (anisotropic) manner? In other words, the force of gravity (let us say it acts in the negative z direction) causes the pebbles to arrange themselves in a certain manner, which is affected by the direction of this force. If one considers a typical arrangement of pebbles in a PBR core, the question is whether the chord length probability distribution function in the z direction is different than in the (x, y)-plane.

Currently, PBR cores are modeled using a diffusion approximation with an isotropic diffusion tensor, in which neutrons diffuse equally in all spatial directions. Previous research (Mathews et al., 1993; Vasques, 2009) has indicated that, for different crystal arrangements of a PBR core, anisotropic diffusion effects can be found. In this work, we address this anisotropic behavior and also investigate its existence in PBR random structures.

The basic idea consists of using an angular-dependent, non-exponential ensemble-averaged probability distribution function to replace the true probability distribution function for the distance-to-collision. This leads to the new generalized linear Boltzmann equation (GLBE) derived in Vasques and Larsen (2014), and to its asymptotic diffusion limit: a diffusion equation with anisotropic diffusion coefficients. To investigate the accuracy of this extended theory, we have performed numerical simulations in model PBR cores, and compared the diffusion coefficients obtained numerically with those estimated by the atomic mix model (and its corrections) and by the new generalized theory. Overall, we find that the new theory yields extremely accurate results, correctly predicting anisotropic diffusion in each case and, more importantly, greatly outperforming the other models for the problems in random systems.

A summary of the remainder of the paper follows. In Section 2 we present the different formulations that model neutron transport in the PBR systems considered in this paper, and discuss how to obtain the diffusion coefficients. In Section 3 we show how the crystal and random realizations of the PBR model core were constructed. In Section 4 we discuss the Monte Carlo algorithm used to model neutron transport, and present the numerical results. In Section 5 we compare the theoretically estimated diffusion coefficients with the ones obtained numerically; and in Section 6 we present our conclusions.

2. Formulations

The goal of this paper is to assess the accuracy of the new generalized theory in predicting the diffusion of neutrons in the interior of a PBR system; that is, away from boundary effects and strong packing fluctuations. In this section, we shortly describe the different formulations that model neutron transport and diffusion inside such systems, and present the expressions to estimate the diffusion coefficients.

Let the position vector \( \mathbf{x} \) be described by the cartesian coordinates \( x, y, z \), and let us write as \( \theta \) the polar angle measured with respect to the (vertical) \( z \)-axis and as \( \phi \) the corresponding azimuthal angle. Introducing \( \mu = \cos(\theta) \), we can write the vector

\[
\mathbf{\Omega} = \left( \sqrt{1 - \mu^2} \cos(\phi), \sqrt{1 - \mu^2} \sin(\phi), \mu \right)
\]

= direction of flight. (2.1)

Now, consider a binary system composed of solid fuel (spherical) pebbles (material 1) immersed in a void background (material 2). In this case, for \( i \in \{1, 2\} \), we write the parameters:

\[
\Sigma_i = \text{total volume occupied by material } 1 \text{ in the system}
\]

\[
c_i = \text{scattering ratio of material } i.
\]

Finally, defining

\[
s = \text{the path-length traveled by the neutron}
\]

since its previous interaction (birth or scattering), we make the following assumptions:

- \( \mathbf{A}_1 \) The physical system is both infinite and statistically homogeneous.
- \( \mathbf{A}_2 \) The system has azimuthal symmetry. (The probability distribution function for distance-to-collision depends only upon the polar angle.)
- \( \mathbf{A}_3 \) Neutron transport is monoenergetic.
- \( \mathbf{A}_4 \) Neutron transport is driven by a specified point source located at the origin and isotropically emitting Q neutrons per second.
- \( \mathbf{A}_5 \) The neutron flux \( \rightarrow 0 \) as \( |x| \rightarrow \infty \).
- \( \mathbf{A}_6 \) The ensemble-averaged total cross section \( \Sigma_i(\mathbf{\Omega}, s) \), defined as

\[
\Sigma_i(\mathbf{\Omega}, s)ds = \text{the probability (ensemble-averaged over all physical realizations)}
\]

that a neutron, scattered or born at any point \( x \) and traveling in the direction \( \mathbf{\Omega} \), will experience a collision between \( x + sf\mathbf{\Omega} \) and \( x + (s + ds)f\mathbf{\Omega} \), is known.
- \( \mathbf{A}_7 \) Scattering is isotropic.

Assumption \( \mathbf{A}_2 \) follows directly from the fact that, for any given PBR system (crystal or random), a realization containing \( N \) pebbles with coordinates \( (x_1, y_1, z_1), \ldots, (x_N, y_N, z_N) \), where \( 1 \leq i \leq N \), have the same probability of occurring. Therefore, when investigating the behavior of neutrons born in a fuel pebble in the interior of the system, we can assume without loss of generality that the mean-squared displacements in the \( x \) and \( y \) directions are the same.

2.1. The atomic mix model

Given a single realization of the system, we can write the packing fraction of material 1 as

\[
\Gamma = \frac{\text{total volume occupied by material 1 in the system}}{\text{total volume of system}}.
\]

Then, defining the operator \( \langle \cdot \rangle \) as the ensemble average over all possible realizations of the system, the atomic mix parameters are given by

\[
\langle \Sigma_1 \rangle = \text{volume-averaged total cross section}
\]

\[
\langle \Sigma_1 \rangle = \langle \bar{T} \rangle \Sigma_1 + (1 - \langle \bar{T} \rangle) \Sigma_1;
\]

\[
\langle c \Sigma_1 \rangle = \text{volume-averaged scattering cross section}
\]

\[
\langle c \Sigma_1 \rangle = \langle \bar{T} \rangle c_1 \Sigma_1 + (1 - \langle \bar{T} \rangle)c_2 \Sigma_1.
\]

The steady-state atomic mix equation (Larsen et al., 2005) for this system is

\[
\mathbf{\Omega} \cdot \nabla \langle \psi(\mathbf{x}, \mathbf{\Omega}) \rangle + \langle \Sigma_1 \rangle \langle \psi(\mathbf{x}, \mathbf{\Omega}) \rangle = \langle c \Sigma_1 \rangle \langle \phi(\mathbf{x}) \rangle + Q \delta(\mathbf{x}) \delta(y) \delta(z),
\]

where \( \langle \phi(\mathbf{x}) \rangle = \int_{\mathbb{R}^3} \langle \psi(\mathbf{x}, \mathbf{\Omega}) \rangle d\mathbf{\Omega} \). Defining \( \langle \Sigma_1 \rangle = \langle \Sigma_1 \rangle - \langle c \Sigma_1 \rangle \), the asymptotic diffusion approximation for Eq. (2.6) is

\[
-D_{mix}^{an} \nabla^2 \langle \phi(\mathbf{x}) \rangle + \langle \Sigma_1 \rangle \langle \phi(\mathbf{x}) \rangle = Q \delta(\mathbf{x}) \delta(y) \delta(z),
\]

where \( D_{mix}^{an} \) is the atomic mix diffusion coefficient. Notice that this model assumes classical transport, in which the probability distribution function of the distance traveled between collisions is an
exponential. In this case, the mean and mean-squared free paths are given respectively by \((s) = 1/\Sigma_t\) and \((s^2) = 2(s)^2\).

2.2. Corrections to the atomic mix diffusion coefficient

In 1949, Behrens investigated the increase in the migration length of neutrons in a reactor caused by the presence of “holes” in the reactor (Behrens, 1949). In that work, “holes” are primarily understood to be the coolant spaces, due to the low density of the substances used as coolants. He also noticed that a small anisotropic effect occurred depending on the shape of the holes. For the case of pebble beds in which \(\Sigma_c \ll 1\), he proposed that the isotropic diffusion coefficient \(D^i\) be given by

\[
D^i = \left(1 + \frac{2}{3} \frac{\phi^2}{\Sigma_c q_h} r^2 \Sigma_c q_h\right) D^{mm}, \tag{2.8}
\]

where \(\Sigma_c\) is the total cross section of the solid material (pebbles), \(r\) is the radius of a pebble, \(\phi\) is the hole/material volume ratio of the system, \(D^{mm}\) is given by \((2.7b)\), and \(q_h\) is the quotient of the mean-squared path-length through the hole divided by the square of the mean path-length through the hole, estimated by

\[
q_h = 1 + \frac{1}{8\phi^2}. \tag{2.9}
\]

Later work (Neef, 1974; Scherer et al., 1974) emphasized the general validity of these equations for pebble bed problems. In 1980, Lieberoth and Stojadinović (1980) revisited this theory. They developed a mock-up model of a pebble bed using steel balls and measured the coordinates of 3024 sphere centers so that Monte Carlo games for neutron diffusion could be established. Using these results (as well as Monte Carlo calculations for crystal structures), they proposed an improved expression for \(q_h\):

\[
q_h = 1.956 + \frac{1}{260\phi^2}. \tag{2.10}
\]

which also more closely relates to the theoretical value \(q = 2\) obtained for randomly overlapping spheres (Strieder and Prager, 1968). Moreover, under the assumption that no correlation exists between the passage lengths in the holes and in the balls, they developed the following formula for the diffusion lengths:

\[
D^i = \left\{1 + \frac{\phi^2}{\Sigma_c q_h} \left[\frac{2}{3} \left(\frac{2}{3} - 1\right) - 1\right]\right\} D^{mm}. \tag{2.11}
\]

This correction is used when more accurate estimates of neutron streaming in pebble bed type reactors are required (Bernnat and Feltes, 2003; Williams et al., 2001).

2.3. The new GLBE

Let us assume that the probability \(p\) that a neutron will experience a collision while traveling an incremental distance \(ds\) in a direction \(\Omega\) depends on \(\Omega\) and \(s\); that is, \(p(\Omega, s) = \Sigma_i(\Omega, s)ds\). Following (Vasques and Larsen, 2014), the new GLBE for this system is given by

\[
\frac{\partial \phi}{\partial s}(\mathbf{x}, \Omega, s) + \mathbf{V} \cdot \nabla \phi(\mathbf{x}, \Omega, s) + \Sigma_i(\Omega, s)\phi(\mathbf{x}, \Omega, s) = \frac{\delta(s)}{4\pi} \int_0^\infty \Sigma_i(\Omega', s')\phi(\mathbf{x}, \Omega', s')ds'd\Omega' + \frac{\delta(s)}{4\pi} \delta(x)\delta(y)\delta(z). \tag{2.12}
\]

The asymptotic diffusion approximation for Eq. (2.12) in the case of azimuthal symmetry is written as

\[
-D^i_{yy} \frac{\partial^2 \phi}{\partial y^2} - D^i_{zz} \frac{\partial^2 \phi}{\partial z^2} \phi(x) - D^i_{xx} \frac{\partial^2 \phi}{\partial x^2} \phi(x) + \frac{1 - \epsilon}{(s)} \phi(x) = Q(\delta(x)\delta(y)\delta(z)). \tag{2.13a}
\]

\[
D^i_{xx} = D^i_{yy} = \frac{1}{8(s)} \int_1^\infty [1 - \mu^2]s^2_0(\mu)d\mu, \tag{2.13b}
\]

\[
D^i_{zz} = \frac{1}{4(s)} \int_1^\infty \mu^2 s^2_0(\mu)d\mu, \tag{2.13c}
\]

where \(D^i_{uu}\) is the diffusion coefficient in the direction \(u\) given by the generalized theory, \(s^2_0(\mu)\) is the mean-squared free path of a neutron in the direction \(\mu\), and \((s)\) is the mean free path of a neutron. It is clear from these equations that the diffusion coefficients given by the new GLBE can differ in vertical and horizontal directions, accounting for anisotropic effects that may be present in the problem.

In the case of \(s^2_0\) being independent of \(\mu\), such that \(s^2_0(\mu) = (s^2)\), the diffusion equation reduces to the one in Larsen and Vasques (2011):

\[
-D^i_{yy} \frac{\partial^2 \phi}{\partial y^2} + \frac{1 - \epsilon}{(s)} \phi(x) = Q(\delta(x)\delta(y)\delta(z)), \tag{2.14a}
\]

\[
D^i_{yy} = \frac{1}{3} (s^2) \tag{2.14b}
\]

where \(D^i_{yy}\) represents a non-classical isotropic diffusion coefficient.

2.4. Exact expressions for \(\Sigma_i\) and mean-squared displacements

Consider the diffusion equation below, taking place in an infinite system with a point source at the origin:

\[
-D_{xx} \frac{\partial^2 \phi}{\partial x^2} \phi(x) - D_{zz} \frac{\partial^2 \phi}{\partial z^2} \phi(x) + \Sigma_{ii} \phi(x) = Q(\delta(x)\delta(y)\delta(z)). \tag{2.15}
\]

Bearing in mind that \(\phi(x) \to 0\) and \(\nabla \phi(x) \to 0\) as \(|x| \to \infty\), we can manipulate this equation to obtain exact formulas for \(\Sigma_i\) and for the mean-squared displacement of neutrons.

Operating on Eq. (2.15) by

\[
\int_{-\infty}^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty \phi(x) dx dy dz = Q(0), \tag{2.16}
\]

we obtain the exact expression

\[
\int_{-\infty}^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty \phi(x) dx dy dz = Q(0). \tag{2.17}
\]

Since \(\phi(x) dx dy dz\) represents the rate at which path-length is generated by neutrons in \(dx dy dz\) about \(x\), we see that

\[
\int_{-\infty}^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty \rho(x) dx dy dz = \text{rate at which path-length is generated}
\]

by neutrons in the system

\[
= [\text{number of neutrons in the system}] 
\]

\[
\times [\text{mean path-length generated by one neutron}]
\]

\[
= [\text{number of neutrons in the system}] 
\]

\[
\times [\text{mean number of collisions of a neutron}] 
\]

\[
\times [\text{mean free path of a neutron}]
\]

\[
= [Q(0)] \left[\frac{1}{1 - \epsilon}\right] \langle s \rangle. \tag{2.18}
\]

Introducing this result into Eq. (2.17) we obtain the exact expression

\[ \Sigma_n = \frac{1 - e}{(\xi)} \]  (2.19)

Notice that for the classic case (in which \( \Sigma_t = 1/\xi \)) this expression reduces to the classic expression \( \Sigma_t = (1 - e)\Sigma_e \).

Next, multiplying Eq. (2.15) by \( x^2 \) and operating on it by Eq. (2.16), we obtain:

\[-D_x \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^2 \frac{\partial^2}{\partial x^2} \phi(x) dx dy dz + \Sigma \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^2 \phi(x) dx dy dz = 0. \]  (2.20a)

Integrating the first term on this equation by parts we get

\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^2 \frac{\partial^2}{\partial x^2} \phi(x) dx dy dz = 2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(x) dx dy dz \]  (2.20b)

We can rewrite Eq. (2.20a) as

\[ \langle x^2 \rangle = \frac{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^2 \phi(x) dx dy dz}{\Sigma \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi(x) dx dy dz} = 2 \frac{D_x}{\Sigma}, \]  (2.21)

where \( \langle x^2 \rangle \) represents the mean-squared displacement of a neutron in the \( x \) direction. This argument yields similar results for the \( y \) and \( z \) directions, giving us an exact expression for the diffusion coefficient in direction \( u \) in terms of the mean-squared displacement:

\[ D_u = \frac{(u^2)}{2} \frac{(1 - e)}{(\xi)}. \]  (2.22)

### 3. Constructing the PBR models

In this section we discuss the construction of crystal and random systems that model a realization of a PBR core. The cylindrical geometry of the actual core is not addressed, since we are interested in analyzing neutron diffusion in the interior of the system (away from the boundaries).

#### 3.1. Constructing the crystal structures

There are several possible ways of piling identical hard spheres in a crystal-like structure. In particular, it has been shown (Hales and Ferguson, 2006; Hales and Ferguson, 2011) that the maximum packing fraction of identical spheres in a container is given by the face-centered cubic arrangement (FCC), with packing fraction \( \Gamma \approx 0.74048 \). For this reason, we have based the crystal structures in this work in the FCC arrangement. Let \( d = 2r \) be the diameter of a fuel pebble, and \( e \) be the fixed distance between pebbles in the same layer, as shown in Fig. 1. We place the first layer (A) of pebbles at the bottom of the system, and lock them in place. We then proceed to fill the system in a face-centered fashion; that is, positioning the second (B) and third (C) layers and sequentially repeating this structure. A finite example of this type of piling is shown in Fig. 2. The height \( h_i \) of the \( i \)th layer can be defined directly from the previous layers by

\[ h_i = h_{i-1} + \sqrt{d^2 - \frac{1}{3}(d + e)^2} = h_1 + (i - 1) \sqrt{d^2 - \frac{1}{3}(d + e)^2}, \quad \forall i \geq 1, \]  (3.1)

with \( e = d/4 = r/2 \).

For \( e = 0 \), this packing method yields the classic FCC structure, with coordination number (number of spheres contacted by a given sphere) 12. For the cases with \( e > 0 \), however, the “cubic” feature of these face-centered systems is lost; the structure resembles that of a face-centered orthorhombic. Moreover, since we do not allow pebbles to overlap each other, \( e \) must not exceed a maximum value if the crystal-like structure of the packing is to be maintained:

\[ e_{\text{max}} = d \left( \frac{2}{3} \sqrt{6} - 1 \right). \]  (3.2)

The packing structures generated with \( 0 < e < e_{\text{max}} \) have coordination number 6. The packing generated with \( e = e_{\text{max}} \) is not a rotation of the one generated with \( e = 0 \); it is rather a geometrically different structure, with coordination number 8. A diagram of each case is given in Fig. 3. The graph in Fig. 4 shows the packing fraction \( \Gamma \) as a function of \( e/d \) (in increments of 0.025).

#### 3.2. Constructing the random structures

As summarized in From the molecular physics correspondent (1972), exhaustive experimental work has lead to believe that
randomly packed spheres of the same diameter cannot have a packing fraction larger than \( \frac{2}{\sqrt{3}} \); in fact, recent analytical work yields the same results (Song et al., 2008). It has also been argued, however, that random packing itself is not well-defined (Torquato et al., 2000; Torquato, 2002).

For the problem of PBR cores, the most accepted average packing fraction ranges from 0.60 to 0.62, values that were experimentally validated in El-Wakil (1982). However, the probability of occurrence of any single packing structure is not quantified, and as pointed out in Ougouag and Terry (2001), there exists neither experimental evidence nor theoretical proof to support the assertion that other packing arrangements within the core are impossible. In fact, it has been shown (Cogliati and Ougouag, 2006) that changes in the friction coefficients have a significant influence on the structuring of the pebbles; under certain loading circumstances, packing fractions of 0.59 are possible.

To generate the random packings presented in this work, we have used a variation of the ballistic deposition method (Jullien and Meakin, 1987; Meakin and Jullien, 1990) introduced in Vasques (2009). In our ballistic algorithm, each pebble is released at a random point above a cubic box. It then follows a steepest descent trajectory until it reaches a position that is stable under gravity, in which case it has its coordinates stored. Given a (incomplete) realization of the system, we randomly drop and store the coordinates of 20 different tentative pebbles; we then choose the one with the lowest \( z \)-coordinate to be added to the system, and discard the 19 remaining ones. Once a pebble is added to the system, its position is locked; that is, the pebble is frozen in place. Rearrangement of pebbles and/or cascading events cannot happen. No velocity or friction coefficients are taken into account; the only restriction is that a pebble can never, at any point of its trajectory, overlap the limits of the box or another pebble. Once the tentative pebble with the lowest \( z \)-coordinate is added to the system, the process is repeated; pebbles continue to be added until the box is full. An example of a random piling obtained with this procedure is shown in Fig. 5.

We have developed 100 different random packings in a box with side \( L = 50d \). Assuming an imaginary box with side \( L' = 44d \) inside the system, such that its walls are a distance 3\( d \) away from the walls of the box, we can define the packing fraction \( \Gamma' \) as the ratio between the total volume of pebbles inside this imaginary box (including partial pebbles) and the volume of the imaginary box. For the 100 simulated random packings in this work, we have found the average packing fraction in the interior of the system to be \( \langle \Gamma' \rangle = 0.5934 \), with a standard deviation of 0.0012.

### 4. Monte Carlo numerical results

Unfortunately, due to the statistical nature of the heterogeneous medium and its effect on the transport of neutrons, there is generally no analytical expression that can be used to obtain the mean and mean-squared free paths in PBR random systems. Nevertheless, there is a logical and straightforward set of steps that can be followed in order to numerically estimate this quantity.
If we consider a particle $P$ that is born (or scatters) at a random point $(x, y, z)$ inside the pebble $S_0$, the total distance $\hat{s}$ that this particle will travel inside the pebbles before experiencing a collision can be sampled from the exponential distribution

$$q(\hat{s}) = \sum_{i=1}^{\infty} e^{-x_{in,i}} \delta_{V_i},$$

where $\sum_{i=1}^{\infty}$ is the total cross section of the pebbles.

Let $\ell$ be the linepath starting at point $(x, y, z)$ along which $P$ travels, and let $\delta_{V_i}$ be the length of $\ell$ inside the pebble $S_n$. If $\delta_{V_i} < \hat{s}$, $P$ will leak out of the pebble $S_0$ before experiencing a collision. It will then travel a distance $\delta_{V_{i+1}}$ along $\ell$ in the vacuum before entering a new pebble $S_1$. If $\delta_{V_i} < \hat{s} - \delta_{V_i}$, the particle will leak out of $S_1$ without experiencing a collision and will travel some distance $\delta_{V_{i+1}}$ along $\ell$ in the vacuum before entering another pebble ($S_2$). Eventually, if the particle does not leak out of the system, there will be a pebble $S_{\text{ii}}$ in which $\delta_{V_i} \geq \hat{s} - \sum_{n=0}^{N} \delta_{V_n}$, meaning that $P$ will experience a collision within $S_{\text{ii}}$ (Fig. 6). The distance traveled by this particle between birth and collision is given by

$$s = \hat{s} + \sum_{i=1}^{N} \delta_{V_i}.$$  

In a given realization of this system, we use the following procedure:

(i) Choose a pebble in the system.
(ii) Randomly choose a point inside this pebble.
(iii) Using Eqs. (4.1) and (4.2), calculate $s$ and $s^2$.
(iv) Repeat this process for a large number of particles.

We tally the results obtained with this process in different directions $\mu$, and then divide $\sum s$ and $\sum s^2$ by the number of linepaths generated to obtain $s_0(\mu)$ and $s^2_0(\mu)$, the mean and mean-squared distance-to-collision in the fixed direction $\mu$.

For the two sets of parameters considered in this work, we assumed the background material in which the pebbles were paved to be vacuum; the parameters used for the material of the pebbles are given in Table 1. The neutron histories within the systems are determined by a Monte Carlo transport code as follows:

I A neutron $n$ is born at a random point inside the fuel pebble.
II A random direction of flight $\Omega$ is defined.

### Table 1

<table>
<thead>
<tr>
<th>Problem</th>
<th>$d\Sigma_0$</th>
<th>$d\Sigma_N$</th>
<th>$d\Sigma_0$</th>
<th>$c - \Sigma_0/\Sigma_0$</th>
<th>$P(\Omega - \Omega')$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.995</td>
<td>0.01</td>
<td>0.99</td>
<td>1/4π</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>0.995</td>
<td>0.005</td>
<td>0.9975</td>
<td>1/4π</td>
</tr>
</tbody>
</table>

III The distance that $n$ travels inside the pebbles is sampled from Eq. (4.1).
IV $n$ undergoes a collision and all relevant information is stored.
VI If $n$ is absorbed, the history of $n$ ends and the algorithm goes back to step I.
VII If $n$ is scattered, the algorithm goes back to step II.

In this algorithm, we make use of the azimuthal symmetry of the system to improve our results in the $x$ and $y$ directions. In short, this means that we obtain (without loss of generality) the result $(x^2) = (y^2)$.

### 4.1. Numerical results in crystal structures

For all crystal structures considered in this work, the model core consists of a periodically infinite structure of pebbles of diameter $d$. The histories of $3 \times 10^6$ neutrons were simulated in each system; Monte Carlo numerical results are given in Table 2. The statistical error (with 95% confidence) is less than 0.037% for all values of $(s^2)$, $(s^2)$, $(x^2)$, and $(y^2)$.

As expected, we detect a clear anisotropic effect in each of these systems, as can be seen by the ratio $(x^2)/(y^2)$ depicted in Fig. 7. This indicates that the diffusion coefficients must be different for the vertical and horizontal directions.

### 4.2. Numerical results in random structures

For all random systems in this work, the packing of pebbles of diameter $d$ took place in a cubic box with side $L = 50d$. We choose the pebble closest to the center of the packing structure to be the one where neutrons are born. Being interested in the behavior of neutrons in the interior of the system, we want to minimize the effect of the boundaries of the box (walls, top, bottom). For each random realization, we found that the fluctuations in packing...
fractions ceased being significant around a distance of two diameters from the boundaries, as was the case in the experiment performed in Lieberoth and Stojadinović (1980). Nevertheless, according to the work in Bedenig (1968), one needs to consider pebbles that are three to five diameters off-walls in order to have a packing structure that is not influenced by the walls and by the bottom. Thus, in the Monte Carlo simulations performed, neutrons travel only through the packing structure defined by the pebbles contained inside the imaginary box with side $L' = 44d$ depicted in Fig. 8.

Let us assume that the center of the box is at the origin, and let us consider a particle $P$ that had its last collision at point $(x_0, y_0, z_0)$ inside a pebble $A$ and that leaks out of the imaginary box through the plane $x = -22d$. First, defining the coordinates of the center of the pebble $A$ as $(x_A, y_A, z_A)$, we locate the pebble $B$ with center at $(x_0, y_0, z_0)$ closest to the point $(-x_0 - d, y_0, z_0)$. Then, we reinsert $P$ into the system at the point $(x_0 + x_A - x_0, y_0 + y_A - y_0, z_A + z_0 - z_A)$, as shown in Fig. 9. Finally, we shift the whole system so that now the coordinates of the center of the box are $(x_0, 0, 0)$, and proceed with the history of the particle. A similar process is used if the particle leaks through any of the other walls; we repeat this reinsertion and shifting procedure as many times as necessary. In other words, particles are traveling in an infinite system whose packing structure is not influenced by the boundaries of the finite box used to construct the arrangement of pebbles.

We have simulated the histories of $10^6$ neutrons in each realization of the random system. The statistical error in each realization was found to be (with 97.5% confidence) less than 0.056% in Problem 1 and 0.032% in Problem 2 for all values of $\langle x \rangle$, $\langle y^2 \rangle$, $\langle x^2 \rangle$.

### Table 2

<table>
<thead>
<tr>
<th>$\varepsilon/d$</th>
<th>Problem 1</th>
<th>Problem 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\langle x \rangle) /d$</td>
<td>$(\langle y^2 \rangle) /d$</td>
<td>$(\langle x^2 \rangle) /d$</td>
</tr>
<tr>
<td>0.000</td>
<td>1.3501</td>
<td>3.7634</td>
</tr>
<tr>
<td>0.025</td>
<td>1.4003</td>
<td>4.0685</td>
</tr>
<tr>
<td>0.050</td>
<td>1.4497</td>
<td>4.3830</td>
</tr>
<tr>
<td>0.075</td>
<td>1.4982</td>
<td>4.7070</td>
</tr>
<tr>
<td>0.100</td>
<td>1.5452</td>
<td>5.0358</td>
</tr>
<tr>
<td>0.125</td>
<td>1.5909</td>
<td>5.3687</td>
</tr>
<tr>
<td>0.150</td>
<td>1.6349</td>
<td>5.7031</td>
</tr>
<tr>
<td>0.175</td>
<td>1.6769</td>
<td>6.0349</td>
</tr>
<tr>
<td>0.200</td>
<td>1.7165</td>
<td>6.3604</td>
</tr>
<tr>
<td>0.225</td>
<td>1.7538</td>
<td>6.6769</td>
</tr>
<tr>
<td>0.250</td>
<td>1.7879</td>
<td>6.9768</td>
</tr>
<tr>
<td>0.275</td>
<td>1.8189</td>
<td>7.2598</td>
</tr>
<tr>
<td>0.300</td>
<td>1.8459</td>
<td>7.5125</td>
</tr>
<tr>
<td>0.325</td>
<td>1.8690</td>
<td>7.7347</td>
</tr>
<tr>
<td>0.350</td>
<td>1.8873</td>
<td>7.9166</td>
</tr>
<tr>
<td>0.375</td>
<td>1.9004</td>
<td>8.0490</td>
</tr>
<tr>
<td>0.400</td>
<td>1.9074</td>
<td>8.1193</td>
</tr>
<tr>
<td>0.425</td>
<td>1.9080</td>
<td>8.1260</td>
</tr>
<tr>
<td>0.450</td>
<td>1.9007</td>
<td>8.0497</td>
</tr>
<tr>
<td>0.475</td>
<td>1.8851</td>
<td>7.8904</td>
</tr>
<tr>
<td>0.500</td>
<td>1.8596</td>
<td>7.6390</td>
</tr>
<tr>
<td>0.525</td>
<td>1.8225</td>
<td>7.2841</td>
</tr>
<tr>
<td>0.550</td>
<td>1.7723</td>
<td>6.8263</td>
</tr>
<tr>
<td>0.575</td>
<td>1.7063</td>
<td>6.2597</td>
</tr>
<tr>
<td>0.600</td>
<td>1.6209</td>
<td>5.5806</td>
</tr>
<tr>
<td>0.625</td>
<td>1.5110</td>
<td>4.7854</td>
</tr>
</tbody>
</table>

**Fig. 7.** Ratio $\langle z^2 \rangle /\langle x^2 \rangle$ in crystal structures as a function of $\varepsilon$.

**Fig. 8.** Imaginary box positioned inside a random realization.
and $\langle z^2 \rangle$. The ensemble-averaged Monte Carlo results and the statistical errors (with 95% confidence) are given in Table 3. Each single realization presents a small anisotropic effect (see Fig. 10). This anisotropy is not consistent: (i) we see that $\langle x^2 \rangle > \langle z^2 \rangle$ in about 25% of the realizations; and (ii) the ensemble-averaged values of $\langle x^2 \rangle$ and $\langle z^2 \rangle$ are less than 0.27% apart in both problems. These facts indicate that, on average, neutrons tend to travel further in the vertical direction than in the horizontal direction; however, this extra distance is very small.

Furthermore, we remark that we are working with an average packing fraction of 59.34%, which is about 2% smaller than the generally assumed average packing fraction in a PBR core (60–62%). Thus, one expects the small anisotropic effects found in each realization to be even smaller in the interior of real PBR cores, since the pebbles are packed more closely and the void fraction is reduced.

It is not unreasonable to assume that, if enough realizations of the system are simulated, one should find that $\langle z^2 \rangle / \langle x^2 \rangle$ approaches a value of $\approx 1$. This indicates that, at least for fuel pebbles in the interior of the system, it should not be necessary to worry about anisotropic diffusion. However, the diffusion of neutrons that are born in pebbles positioned close to the walls is anisotropic ($\text{Vasques, 2013}$); we do not address this issue here.

### 5. Estimated diffusion coefficients

In this section, we compare the diffusion coefficients obtained numerically with those estimated by the different models presented in Section 2. Table 4 summarizes the expressions to compute the different diffusion coefficients. The Monte Carlo diffusion coefficients $D_{mc}^x$ and $D_{mc}^z$ are computed using the numerically calculated mean free path $\langle s \rangle$ and mean-squared displacements $\langle x^2 \rangle$ and $\langle z^2 \rangle$. The values obtained with the generalized theory ($D_{iso}^x$, $D_{iso}^y$, and $D_{iso}^z$) use the numerical results for $s^2$, $\langle x^2 \rangle$, and $\langle z^2 \rangle$. The atomic mix estimates ($D_{mix}^x$, $D_{mix}^y$, and $D_{mix}^z$) use the Monte Carlo ensemble-averaged packing fraction $\langle f \rangle = 0.5934$ for the random structures and the packing fractions depicted in Fig. 4 for the crystal structures.

To investigate the accuracy of the theoretical estimates, we define the relative differences (errors) between the theoretical and Monte Carlo diffusion coefficients in the direction $u$ as

\[
\text{error}_u = \frac{|D_{model}^u - D_{mc}^u|}{D_{mc}^u},
\]

where $u$ can be replaced by $x$, $y$, and $z$; $mc$ stands for the results obtained by Monte Carlo; and $model$ represents the model being compared.

### 5.1. Estimates for crystal structures

The estimates for the diffusion coefficients in crystal structures are given in Tables 5 (Problem 1) and 6 (Problem 2), for different values of $\varepsilon$ considered.

The results obtained with classic atomic mix consistently underestimate the diffusion coefficients in both directions, differing from the numerical results by large amounts: up to 10% in Problem 1 and 18% in Problem 2. On the other hand, the estimates computed with the other models yield much smaller differences.

The relative errors obtained by each model [as defined in Eq. (5.1)] are plotted in Fig. 11. The Behrens correction presents the largest errors, despite being relatively accurate. The correction suggested by Lieberoth and the results obtained with the isotropic GLBE perform similarly. Since $D_{iso}^x > D_{iso}^y$ for almost every choice of $\varepsilon$, the accuracy of both methods alternates accordingly to the anisotropy encountered in each case. Once again, we point out that these methods give isotropic diffusion coefficients, which do not model the anisotropic behavior of neutrons found in these systems.

However, the new GLBE correctly identifies the anisotropic behavior in every case; that is, it yields $D_{iso}^x > D_{iso}^y$ when $D_{mc}^x > D_{mc}^y$, and $D_{iso}^y < D_{iso}^z$ when $D_{mc}^y < D_{mc}^z$. It is an improvement over the other methods, with a maximum error of 0.89% in Problem 1 (against 2.24% for $D_{iso}^x$, 1.90% for $D_{iso}^y$, and 1.80% for $D_{iso}^z$), and 2.18% in Problem 2 (against 4.09% for $D_{iso}^x$, 3.57% for $D_{iso}^y$, and 3.93% for $D_{iso}^z$).

### 5.2. Estimates for random structures

The estimates for the diffusion coefficients in random structures are given in Table 7, as well as the relative errors of the theoretical estimates compared to the ensemble-averaged Monte Carlo results. Similarly to the results in crystal structures, classic atomic

![Fig. 9. Reinsertion of a particle in the imaginary box.](image)

![Fig. 10. Ratios $\langle z^2 \rangle / \langle x^2 \rangle$ in 100 random realizations.](image)
### Table 4
Expressions to compute the diffusion coefficients for each model.

<table>
<thead>
<tr>
<th>$\varepsilon/d$</th>
<th>Monte Carlo</th>
<th>Atomic mix</th>
<th>Behrens correction</th>
<th>Liederth correction</th>
<th>Isotropic GLBE</th>
<th>New GLBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_x$</td>
<td>Eq. (2.22)</td>
<td>Eq. (2.7b)</td>
<td>Eq. (2.8)</td>
<td>Eq. (2.11)</td>
<td>Eq. (2.14b)</td>
<td>Eq. (2.13b)</td>
</tr>
<tr>
<td>$D_y$</td>
<td>Eq. (2.22)</td>
<td>Eq. (2.7b)</td>
<td>Eq. (2.8)</td>
<td>Eq. (2.11)</td>
<td>Eq. (2.14b)</td>
<td>Eq. (2.13b)</td>
</tr>
</tbody>
</table>

### Table 5
Diffusion coefficients in crystal structures: Problem 1.

<table>
<thead>
<tr>
<th>$\varepsilon/d$</th>
<th>Monte Carlo</th>
<th>Atomic mix and corrections</th>
<th>“Old” GLBE</th>
<th>New GLBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{mc}$</td>
<td>$D^{mc}$</td>
<td>$D^{mc}$</td>
<td>$D^{mc}$</td>
<td>$D^{mc}$</td>
</tr>
<tr>
<td>$D_x$</td>
<td>$D_{x}^{mc}$</td>
<td>$D_{x}^{mc}$</td>
<td>$D_{x}^{mc}$</td>
<td>$D_{x}^{mc}$</td>
</tr>
<tr>
<td>$D_z$</td>
<td>$D_{z}^{mc}$</td>
<td>$D_{z}^{mc}$</td>
<td>$D_{z}^{mc}$</td>
<td>$D_{z}^{mc}$</td>
</tr>
</tbody>
</table>

### Table 6
Diffusion coefficients in crystal structures: Problem 2.

<table>
<thead>
<tr>
<th>$\varepsilon/d$</th>
<th>Monte Carlo</th>
<th>Atomic mix and corrections</th>
<th>“Old” GLBE</th>
<th>New GLBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{mc}$</td>
<td>$D^{mc}$</td>
<td>$D^{mc}$</td>
<td>$D^{mc}$</td>
<td>$D^{mc}$</td>
</tr>
<tr>
<td>$D_x$</td>
<td>$D_{x}^{mc}$</td>
<td>$D_{x}^{mc}$</td>
<td>$D_{x}^{mc}$</td>
<td>$D_{x}^{mc}$</td>
</tr>
<tr>
<td>$D_z$</td>
<td>$D_{z}^{mc}$</td>
<td>$D_{z}^{mc}$</td>
<td>$D_{z}^{mc}$</td>
<td>$D_{z}^{mc}$</td>
</tr>
</tbody>
</table>
mix performs poorly. The estimates computed by the Behrens and Lieberoth corrections underestimate the diffusion coefficients, with relative errors ranging from 2.2% to 2.9%. More importantly, the estimates computed with the GLBE are a clear improvement over the other methods, presenting an excellent level of accuracy. They outperform the best atomic mix-based results by one order of magnitude in Problem 1 and by a factor of 2 in Problem 2.

As with the crystal structures, the new GLBE correctly identifies the anisotropic behavior in both random problems, yielding a larger diffusion coefficient in the vertical direction. It is slightly more accurate than the Isotropic GLBE in Problem 1, and as accurate as the Isotropic GLBE in Problem 2.

6. Conclusion

In this work, we have investigated anisotropic diffusion of neutrons in the interior of model pebble bed reactor (PBR) cores, in which pebbles are arranged in crystal or random structures. Using Monte Carlo simulations, we have found clear anisotropic behavior in the crystal structures; neutrons travel longer in certain directions, according to the geometry and the packing fraction of the system. We have also found a very small anisotropic behavior in the ensemble-averaged random structures.

We have used the diffusion approximation of a new generalized linear Boltzmann equation (new GLBE) to estimate anisotropic diffusion coefficients that can capture this anisotropic behavior. This new theory utilizes a non-classical form of the Boltzmann equation in which the locations of the scattered centers (pebbles) are correlated and the distance-to-collision is not given by an exponential. In order to successfully apply this theory, we need to estimate the mean and the (angular-dependent) mean-squared free paths of neutrons; we do this numerically. This extra information is all microscopic in nature; it is not a closure relation. We have shown that, at least for problems of the pebble bed kind, this new approach can correctly identify even very small anisotropic diffusion, which is a feature not encountered in any of the standard approaches currently in use.

We compare the accuracy of the new GLBE estimates for the diffusion coefficients against other methods: the atomic mix model and two of its diffusion corrections, and the standard GLBE. These methods yield isotropic diffusion coefficients; that is, they cannot capture any anisotropic behavior present in the systems. Nevertheless, the results obtained with the standard GLBE and with both corrections to atomic mix present a good level of accuracy.

We find that the new GLBE is generally an improvement over the other methods in estimating the diffusion coefficients in crystal structures.

Table 7
Diffusion coefficients in random structures.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Monte Carlo</th>
<th>Atomic mix and corrections</th>
<th>&quot;Old&quot; GLBE</th>
<th>New GLBE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D_m$</td>
<td>$D_z$</td>
<td>$D_m$</td>
<td>$D_z$</td>
</tr>
<tr>
<td>1</td>
<td>0.6144</td>
<td>0.6157</td>
<td>0.5617</td>
<td>0.6009</td>
</tr>
<tr>
<td></td>
<td>Error (%)</td>
<td>–</td>
<td>–</td>
<td>8.580</td>
</tr>
<tr>
<td>2</td>
<td>0.3286</td>
<td>0.3295</td>
<td>0.2809</td>
<td>0.3200</td>
</tr>
<tr>
<td></td>
<td>Error (%)</td>
<td>–</td>
<td>–</td>
<td>14.542</td>
</tr>
<tr>
<td>3</td>
<td>–</td>
<td>–</td>
<td>14.771</td>
<td>2.877</td>
</tr>
</tbody>
</table>

Fig. 11. Percent relative errors in crystal structures for different values of $\epsilon$. 
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structures. It correctly predicts the anisotropic behavior of every system, and its maximum relative errors are about half as big as the ones obtained with the other methods.

More importantly, for the random structures, the new and standard GLBE models were shown to be a great improvement over the other methods, with relative errors significantly smaller than the best atomic-mix based result. The new GLBE slightly outperforms the standard GLBE in one problem, and has similar accuracy in the other. However, once again, the new GLBE is capable of detecting even the very small anisotropic diffusion found in these random systems, which the standard GLBE cannot do.

The GLBE is more costly to simulate than the atomic mix approximation. Atomic mix only requires the cross sections of the constituent materials and their volume fractions to be known. The GLBE requires much more detailed information, which must be obtained by constructing realizations of the random system and developing an accurate estimate of the ensemble-averaged distribution function for distance-to-collision. However, the GLBE preserves important statistical properties of the original random system, such as the ensemble-averaged probability distribution function of the distance-to-collision. The new GLBE preserves the more general, angular-dependent version of these quantities, which makes it a systematically more accurate alternative to the current methods.

We have also shown that, in the case of diffusion in the interior of random PBR systems, one should not have to worry about anisotropic diffusion. The anisotropic effect was found to be very small for the tested packing fractions, and it is likely to be even smaller for higher packing fractions encountered in actual cores. Nevertheless, diffusion is anisotropic for neutrons that are born in pebbles close to the boundaries of the core (neutrons tend to travel longer distances in directions parallel to the boundary), and the new GLBE theory can be used to capture this behavior.

In future work, we intend to extend these results for problems with anisotropic scattering and energy-dependence. Although it is computationally expensive, an algorithm to obtain $\Sigma(\Omega,s)$ is straightforward; we intend to use it to generate results that can be applied to the new GLBE in order to estimate the criticality eigenvalue $k$. Monte Carlo benchmark results for $k$ in the heterogeneous core will need to be developed; we also intend to do this.

References


